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ABSTRACT
Power has become the most critical design constraint for embedded
handheld devices. This paper proposes a power-efficient SIMD ar-
chitecture, referred to as Diet SODA, for DSP applications. The
key design idea is to apply near-threshold operation on a single
instruction and multiple data (SIMD) architecture to significantly
lower the power consumption. The major features of Diet SODA
are very wide SIMD width, scatter/gather data prefetcher, and dual
mode operation. A case study was performed on digital still cam-
era (DSC) applications; the results show that Diet SODA achieves
∼130x better performance and∼340x better energy efficiency than
a DSP solution.

Categories and Subject Descriptors
C.1.2 [Processor Architectures]: [Multiple Data Stream Architec-
tures (Multiprocessors)]; C.3 [Special-Purpose and Application-
Based Systems]: [Signal processing systems]; B.6.1 [Logic De-
sign]: [Design Styles]

General Terms
Algorithms, Design, Performance

Keywords
SIMD, near-threshold, dynamic voltage scaling, digital still cam-
eras

1. INTRODUCTION
Mobile devices have rapidly proliferated and the deployment of

the handheld devices will continue to increase at a spectacular rate.
As today’s devices not only support advanced signal processing of
wireless communication data but also provide for richer sets of var-
ious applications, power dissipation has become a more important
design constraint. Increasing power consumption leads to increas-
ing energy costs as well as impacts chip reliabilities. Therefore,
more power-efficient processors for embedded DSP applications
are highly required.

Among many DSP applications, high resolution cameras have
become an integral part of most cell phone designs. As a result, the
market for these cameras has mirrored the spectacular growth in
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mobile phones [3]. Furthermore, the expectation is that these mo-
bile cameras produce an image whose quality should approach that
of high quality digital still cameras (DSCs). Therefore, a DSC pro-
cessor needs to be of high-performance to support a large amount of
image data and perform the DSC image processing tasks in a highly
energy-efficient manner in order to conserve critical battery life for
other phone applications.

Traditionally, the DSC image signal processing pipeline is im-
plemented in digital signal processors (DSPs) or application spe-
cific integrated circuits (ASICs). DSP-based solutions [2] support
high flexibility and handle various DSC algorithms, but they suf-
fer from lower performance and higher energy consumption than
ASIC solutions. ASIC-based solutions [4, 5] are highly special-
ized and optimized for the DSC image signal processing pipeline,
but such designs lack flexibility and require longer design time.
Therefore, to achieve high processing performance efficiency at low
cost while maintaining programmability, hybrid architectures [6]
are employed. In these designs, ASICs are typically used for a
preview mode, where high processing capabilities are desired, and
DSPs are adopted for picture-taking and post-processing modes,
where flexibility is more important. However, such a heterogeneous
solution is inefficient to build and maintain.

To address these challenges, this paper presents a power-efficient
programmable architecture, Diet SODA, that has been optimized
for DSC image signal processing. Diet SODA exploits near-thres-
hold operation [20] on a wide-SIMD architecture — SODA [11]. In
the near-threshold operation, circuits operate at lower than normal
supply voltages, reducing power consumption by ∼100x. Near-
threshold operation offers a new opportunity for mobile applica-
tions such as DSCs to reduce power consumption. However, the
reduction in power consumption comes at a cost of a ∼10x perfor-
mance degradation. Diet SODA overcomes these hurdles by ex-
ploiting architectural features specific to near threshold operation.
The key features of Diet SODA are 1) very wide SIMD width to ex-
ploit the significant amount of data level parallelism (DLP) inherent
in DSC applications, which helps overcome the frequency loss from
operating in the near-threshold region; 2) scatter-gather data prefet-
cher to support 2D memory access enabled by the latency difference
between the full voltage SIMD memory and SIMD data engine op-
erating at near-threshold voltage; and 3) dual voltage modes where
the SIMD data engine operates at either full or near-threshold volt-
age based on processing demands. The customized architecture was
implemented in Verilog and synthesized in IBM 90nm technology
using Synopsys physical compiler.

The rest of the paper is organized as follows. Section 2 gives a
brief overview of near-threshold operation. Section 3 analyzes the
computational characteristics of DSC signal processing algorithms
for preview mode, picture-taking mode and post-processing mode.
Section 4 introduces Diet SODA, the low-power DSP processor for
DSCs with an analysis of design choices created by using near-
threshold operation. Section 5 presents the performance, power,
and comparison analysis of Diet SODA. Section 6 discusses the
related work and Section 7 concludes the paper.
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2. NEAR THRESHOLD OPERATION
The original SODA architecture was targeted for applications

that require substantial processing to meet time-critical tasks in soft-
ware defined radio applications on a limited energy budget. There
are a considerable number of applications, such as DSC, that oper-
ate on an even tighter energy budget, but where timing is less criti-
cal. A paradigm shift is necessary for these applications to further
reduce energy consumption.

Figure 1: Supply voltage operating regions and the energy and
delay associated at each point. The near-threshold region pro-
vides considerable energy savings for non-timing critical low
power applications such as DSCs.

Near-threshold operation, as described by Zhai et al. [20], defines
three regions of operation, pictured in Figure 1. In the superthresh-
old regime (Vdd >Vth), energy is highly sensitive to Vdd due to
the quadratic scaling of switching energy with Vdd. Hence, volt-
age scaling down to the near-threshold regime (Vdd ∼ Vth) yields
an 10x energy reduction at the expense of approximately 10x per-
formance degradation. However, the dependence of energy on Vdd

becomes more complex as voltage is scaled below Vth. In sub-
threshold regime (Vdd <Vth), circuit delay increases exponentially
with Vdd, causing leakage energy (the product of leakage current,
Vdd, and delay) to increase in a near-exponential fashion. This rise
in leakage energy eventually dominates any reduction in switching
energy, creating an energy minimum.

The identification of an energy minimum led to interest in proces-
sors that operate at this energy optimal supply voltage [23]. How-
ever, the energy minimum is relatively shallow. Energy typically
reduces by only ∼2x when Vdd is scaled from the near-threshold
regime to the subthreshold regime, though delay rises by 50-100x
over the same region. While acceptable in ultra-low energy sensor-
based systems, this delay penalty is not tolerable for a broader set
of applications.

The near-threshold region offers an opportunity for applications,
such as DSC, to reduce energy further. In order to do so, the design
must overcome one hurdle, the 10x increase in delay. This delay
impacts the ability of designs to meet more stringent real time con-
straints without scaling the voltage higher and losing energy effi-
ciency. However, in cases where the application can be parallelized,
simply using more near-threshold processing elements can meet the
timing constraint with greater efficiency. Near-threshold operation,
therefore, has a natural synergy with data parallel environments like
SIMD. In a SIMD architecture, the number of functional units can
be increased to help meet a timing critical code, provided the appli-
cation has sufficient DLP.

In addition, the fact that near-threshold operation decreases fre-
quency offers several new and interesting design choices related
to the memory system. First, memory devices that are slower and

more energy efficient can be used to replace previously timing crit-
ical memories. This will help to reduce the overall energy con-
sumption of the chip. Second, multiple accesses to memory can be
performed in one near-threshold clock cycle. This means that data
patterns that were impossible at full speed could be achieved us-
ing new hardware that scatter-gathers memory requests. And, third,
the slower memory allows for elements originally designed to hide
long memory latency, i.e. caches and register files, to be turned off
or eliminated.

3. DSC ALGORITHM ANALYSIS
3.1 DSC Signal Processing Pipeline
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Figure 2: A typical DSC image signal processing pipeline [1], [2]

Figure 2 shows a typical DSC image signal processing pipeline,
which performs multiple processing steps to generate a high-quality
image [2]. The image is first captured by a CCD or CMOS sen-
sor using a Bayer-pattern [21] color filter array (CFA). Then, the
image is digitized with a 10- or 12-bit A/D converter. The Black
Clamp adjusts the pixel values by subtracting a black offset value
from all pixel values. The Lens Distortion Compensation adjusts
the brightness of pixels depending on the spatial locations and the
Fault Pixel Correction interpolates defective pixels with neighbor-
ing pixels. After all these pre-processing steps, Auto White Balance
computes the average brightness of each color component and bal-
ances the energy of the colors. Based on the brightness information,
Auto Exposure appropriately adjusts the CCD or CMOS exposure
time and gain. After the white balanced image pixels are compen-
sated by Gamma Correction, CFA color interpolation uses the one-
color-per-pixel Bayer-pattern image to interpolate and generate the
full color (R, G, and B) resolution for each pixel. The RGB color
pixels are filtered by De-Noise and scaled down and sent to the LCD
screen in preview mode. In picture-taking mode, the noise-filtered
images are transformed to the YCrCb color domain. Edge Detec-
tion detects edges to help Auto Focus, and Edge Enhancement is
performed. Next, False Color Suppression occurs, and finally the
image is compressed by using JPEG Compression and stored in
flash memory. Later, post-processing tasks such as Histogram Cal-
culation, Histogram Equalization, and Spatial Frequency Filtering
are used to enhance the quality of the stored images.

3.2 Characteristics of DSC Algorithms
In this section, we analyze the key algorithms in the two modes

(preview and picture-taking) of DSC signal processing pipeline and
post-processing tasks to find opportunities for improving the pro-
cessing performance and energy efficiency.

Table 1 presents the data level parallelism (DLP) analysis of the
DSC signal processing algorithms. Instructions are broken down
into three categories: SIMD, scalar, and overhead workloads. The
SIMD workload consists of traditional arithmetic/logical functional
operations and load/store operations that can be executed in SIMD-
fashion. The scalar workload consists of instructions running only
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Mode Task SIMD Scalar Overhead
Black Clamp 100% 0% 0%
White Balance 100% 0% 0%

Preview Auto Focus 71% 14% 14%
Gamma Correction 0% 100% 0%

Picture- CFA Interpolation 84% 3% 13%
Taking Auto Exposure 74% 11% 15%

Color Conversion 100% 0% 0%
Edge Detect/Enhance 81% 2% 17%

Post- Histogram Equalize 37% 44% 19%
Processing Spatial Freq. Filter 77% 3% 20%

Table 1: Data level parallelism analysis for DSC image signal
processing algorithms. Instructions are categorized into three
groups: SIMD, scalar, and overhead instructions.

on the scalar datapath such as control instructions and address gen-
erations for local SIMD and scalar memories. The overhead work-
load consists of instructions to assist SIMD computations and scalar
computations such as shuffle operations, predication operations, and
data movements between the SIMD datapath and scalar datapath.
The workloads of each category are calculated based on hand-writt-
en assembly codes and are weighted by dynamic execution fre-
quency.

As can be seen in Table 1, most of the DSC signal processing al-
gorithms have significant DLP. Exceptions are Gamma Correction
and Histogram Equalization, where memory access patterns inhibit
parallelization. The remaining DSC signal processing algorithms
can be grouped into three categories.

(1) Pixel Independent Kernels: In this set of kernels, some basic
arithmetic/logical and multiply-and-accumulate (MAC) operations
are applied on every pixel independently. Therefore, these kernels
can easily be mapped onto a SIMD architecture. Black Clamp,
Color Space Conversion, Brightness/Contrast Enhancement, and
Hue/Saturation Enhancements fall into this category. Although Ga-
mma Correction is also a pixel-independent operation, this kernel
cannot be easily parallelized on a SIMD architecture because each
SIMD lane has to access different memory locations at the same
time.

(2) Pixel Dependent Kernels: This set of kernels includes CFA
Interpolation, Edge Detection/Enhancement, and Spatial Frequency
Filtering that operate on pixels in a 2D neighborhood. The size of
the 2D neighborhood is typically 3x3, though 5x5 or 7x7 sizes are
also used. Traditional processor architectures spend more than half
of the total instructions aligning the 2D data [1]. Therefore, for
these kernels, 2D data access must be supported. This is done by a
combination of multi-bank memory organization and a SIMD shuf-
fle network.

(3) Statistics Gathering Kernels: The statistical information of
the whole or partial frame is gathered for White Balance, Auto Ex-
posure, Histogram Calculation and Histogram Equalization. Some
of these kernels can be supported by a SIMD adder tree. Histogram
Calculation is another kernel where memory access patterns inhibit
parallelization for a SIMD architecture.

4. DIET SODA ARCHITECTURE
In this section, we propose a power-efficient architecture, re-

ferred to as Diet SODA, for DSC processors. Diet SODA exploits
key characteristics of the DSC image processing algorithms de-
scribed in Section 3. This architecture operates in two modes: 1)
dual voltage (DV) mode to handle low power applications such as
the DSC image processing pipeline, and 2) the full voltage (FV)
mode to handle advanced wireless communications. In DV mode,
the memory operates at full voltage but the SIMD pipelines oper-
ate at near-threshold voltage. In FV mode, the SIMD data engines
operate at full voltage as well.

4.1 Diet SODA PE Design
Figure 3 shows the architectural details of a single processing

element (PE) of Diet SODA. The PE contains two different volt-
age domains: full voltage (FV) and dual voltage (DV). DV domain
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Figure 3: Diet SODA processing element (PE) for DSCs. The
PE contains two different voltage domains: full voltage (FV)
and dual voltage (DV). DV domain operates at either full or
near-threshold supply voltage. The PE consists of: 1) multi-
banked SIMD memory; 2) scalar memory; 3) SIMD data pr-
efetcher; 4) SIMD pipeline; 5a) scalar pipeline in full voltage
domain; 5b) scalar pipeline in dual voltage domain; and 6) 4-
wide address generation unit (AGU) pipeline.

operates at either full or near-threshold supply voltage. The PE con-
sists of: 1) multi-bank SIMD memory; 2) scalar memory; 3) SIMD
data prefetcher; 4) SIMD pipeline; 5) scalar pipeline; and 6) 4-wide
address generation unit (AGU) pipeline.

The SIMD pipeline consists of a 128-wide 16-bit datapath with
a SIMD register file (RF), 128 functional units, 128 4-entry buffers
used for intermediate data, a SIMD shuffle network (SSN), and a
multi-output adder tree. The SIMD datapath consists of four groups
of 32-wide SIMD units. With the support of a multi-banked SIMD
memory and an 4-wide AGU pipeline, these groups of SIMD par-
titions can work on four different memory sections concurrently.
There are two scalar pipelines, one in each voltage domain; both
pipelines consist of one 16-bit datapath and are used to perform se-
quential algorithms in addition to coordinating the SIMD units. The
4-wide AGU pipeline handles memory address calculation for the
4-bank SIMD memory and the data prefetcher.

4.2 SIMD Pipeline Width
Although near-threshold operation allows circuits to consume

significantly less power, the processing performance also degrades.
To compensate for the degraded performance, the number of SIMD
lanes is increased.
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Figure 4: Minimum clock frequencies based on different SIMD
width configurations to run the preview mode of DSC signal
processing pipeline shown in Figure 2.

The DSC signal processing pipeline for a VGA-size (640x480)
image and a full-HD (1920x1080) image at 30 fps is used as the
evaluation point to decide the number of SIMD lanes. Figure 4
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shows the minimum clock frequency required for VGA and full-
HD for different SIMD width configurations — 32, 64, 128, and
256. Thus, to process full-HD images at 30 fps, a 32-wide SIMD
pipeline needs to operate at more than 270MHz, while a 256-wide
SIMD pipeline needs to operate at around 30 MHz.
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Figure 5: Near-threshold operation is applied to four different
SIMD width configurations: 32, 64, 128, and 256. Solid ver-
tical lines provide guidelines for the minimum supply voltage
necessary to meet VGA and full-HD processing demands. Gray
boxes represent the near-threshold regions.

To investigate how much voltage/frequency scaling can be achie-
ved while still meeting the performance requirements, the power
consumption for each SIMD width configuration was measured.
First, a representative test circuit was laid out in IBM 90nm tech-
nology, parasitic extraction was performed and annotated. Then,
SPICE simulations were done to determine the voltage, frequency,
and power characteristics at different supply voltages. To obtain
power numbers, the SIMD pipeline logic was then synthesized with
Synopsys Physical Compiler and scaled to match the representa-
tive test circuit. Figure 5 shows power consumption and achiev-
able clock frequencies depending on the corresponding supply volt-
age for each candidate SIMD width. The solid vertical lines pro-
vide guidelines on what the minimum supply voltage is required
to process VGA and full-HD images at 30 fps. The results show
that although a 32-wide SIMD data engine is capable of handling
VGA processing requirements, to support full-HD images, a SIMD
width of greater than 32 is required. On the other hand, wider
SIMD widths do not always guarantee better energy efficiency due
to the additional hardware and critical path delay increases, result-
ing in a higher minimum clock frequency. In this paper, a 128-wide
SIMD configuration is chosen to maximize the benefit of using
near-threshold operation while maintaining the real time process-
ing constraints of both VGA and full-HD. With this configuration,
the supply voltage needs to be 600mV using a clock frequency of
50MHz.

4.3 Scatter-Gather Data Prefetcher
While operating in the DV mode, the SIMD memory operates

significantly faster than the SIMD pipeline. Therefore, two-dimen-
sional (2D) data accesses can be achieved by performing multiple
memory accesses to the same memory banks in a single cycle of
the SIMD pipeline. There is also sufficient time to perform com-
plicated shuffling operations before delivering the data. Because of
these non-traditional memory access patterns and additional shuf-
fling capabilities, a significant reduction in the required number of
SIMD instructions can be obtained.

Figure 6 shows the process of data alignment using the SIMD
data prefetcher. First, the required data is read from a multi-bank
memory. Then the data prefetcher stacks the data in the location
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Figure 6: Example of complex data shuffling with 4-bank 4-
wide SIMD memory, SIMD data prefetcher, and 16-wide buffer.

indicated by the data prefetcher pointer. The pointer then advances
to the next data section and repeats the process for the next load op-
eration. In addition, with the support of SSN, more complex shuffle
operations can be implemented.

4.4 Operating Modes
In this section, dual voltage (DV) and full voltage (FV) modes

in Diet SODA are described. Table 2 provides the configuration of
each component of Diet SODA PE for each mode.

 Components DV Mode FV Mode

 1. Multi-Bank SIMD Memory on on

 2. Scalar Memory on on

 3. Data Prefetcher - Buffer/Buffer Handler on off

 3. Data Prefetcher - SSN on on

 4. SIMD pipeline - SIMD RF off on

 4. SIMD pipeline - Other modules except SIMD RF on@NTV on

 5a. Scalar pipeline on off

 5b. Scalar pipeline on@NTV on

 6. 4-wide AGU pipeline on on

PE

Table 2: Architectural modules that are turned on and off for
dual voltage (DV) and full voltage (FV) modes.

4.4.1 DV Mode
In the DSC signal processing pipeline, preview and picture-taking

tasks are performed in DV mode because these tasks do not require
very high data processing rates. Consequently, the supply voltage of
the SIMD data engine is operated at near-threshold voltage to sig-
nificantly lower energy consumption. More specifically, the SIMD
pipeline and scalar pipeline (5b in Figure 3) in the DV domain oper-
ate at near-threshold voltage, while the SIMD memory, scalar mem-
ory, SIMD data prefetcher, and 4-wide AGU pipeline operate at full
voltage. As can be seen in Table 2, the SIMD RF is switched off
because the latency of the SIMD memory is much lower than that
of SIMD data engine so the SIMD pipeline is capable of directly
handling data from the SIMD memory. This results in a reduc-
tion of energy consumption by eliminating SIMD RF accesses. The
4-entry buffer in each SIMD lane operates as a small RF to hold
recently produced values for consumption by subsequent instruc-
tions.

4.4.2 FV Mode
Recent DSCs support video recording at full-HD (1920x1080)

resolution. This necessitates additional processing capability, and
therefore requires Diet SODA to operate in FV mode. In this mode,
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Components
Area 

(mm2)

Area 

(%)

Power 

(mW)

Power 

(%)

Power 

(mW)

Power 

(%)

SIMD banked-memory (64KB) 3.41 33% 28 23% 36 3%

SIMD Register Files (4KB) 1.58 15% 0 0% 310 25%

SIMD Buffer (1KB) 0.41 4% 3 2% 65 5%

SIMD ALU/Multiplier, SSN 2.26 22% 23 19% 519 42%

SIMD Adder Tree 0.12 1% 1 1% 28 2%

SIMD pipeline+Clock+Routing 0.68 7% 12 10% 213 17%

Data Prefetcher 1.63 16% 33 27% 27 2%

Scalar/AGU Pipelines & Misc. 0.18 2% 22 18% 30 2%

Total 90nm(1V@400MHz, 600mV@500MHz) 10.27 100% 122 100% 1228 100%

DV mode FV mode

PE

Table 3: Area and Power Summary of Diet SODA for Preview
Mode of Full-HD Images at 30 fps. For comparison, the results
of both DV mode and FV mode are presented.

the SIMD pipeline operates at full voltage along with the SIMD
memory and 4-wide AGU pipeline. On the other hand, the SIMD
data prefetcher is turned off because there is no time slack between
the SIMD memory and the SIMD data engine to prefetch data in
advance. Also, the scalar pipeline (5a in Figure 3) in the FV domain
is turned off and another scalar pipeline (5b in Figure 3) in the DV
domain works for the overall system. In this mode, the SIMD RF is
switched on so that faster operations are supported.

5. RESULTS AND ANALYSIS
5.1 Methodology

The DSC image signal processing pipeline algorithms are im-
plemented in C to evaluate system performance, memory require-
ments, and non-parallelizable bottlenecks. Next, the C benchmark
codes [22] are transformed to assembly codes for Diet SODA. The
Diet SODA processor is implemented as an RTL Verilog model and
synthesized for IBM’s 90nm technology using the Synopsys Phys-
ical Compiler. The clock frequency is targeted for 400MHz @ 1V,
and the power numbers for the SIMD data engine are scaled down
for 50MHz @ 600mV by the process shown in Section 4.2.

5.2 Area and Power
The area and power breakdown of this processor are presented in

Table 3. The preview mode of full-HD images at 30 fps consumes
about 122mW and 1228mW in DV mode and FV mode, respec-
tively. Therefore, the DV mode offers about ∼10x better power
efficiency.

About 68% of the total power dissipation in DV mode is con-
sumed by SIMD memory, the scalar/AGU pipeline and data prefet-
cher operating at full voltage. In particular, the SIMD memory and
data prefetcher consume a large part of the power because the num-
ber of SIMD memory accesses and shuffle operations is increased
due to the SIMD RF being switched off. However, the SIMD data
engine operating in DV mode consumes ∼21x less power than the
SIMD datapath operating in FV mode, which offsets the increased
SIMD memory power and highlights the advantage of using near-
threshold operation.

5.3 Performance
Table 4 presents the latencies of DSC processing algorithms -

preprocessing (Black Clamping, Lens Distortion Compensation, Fa-
ult Pixel Correction, White Balance, Gamma Correction), CFA In-
terpolation, Color Space Conversion, Edge Detection/Enhancement,
Scaling, and JPEG Compression. As can be seen in Table 4, the pre-
view modes of both VGA and Full-HD images are processed within
a time constraint of 33 ms thus meeting the 30 fps requirement.

CFA Interpolation and Edge Detection/Enhancement are the most
demanding workloads taking about 60% of the processing time.
While most algorithms deals with only one color component (R,
G, or B) per each pixel location, CFA interpolation generates all
of three components for each pixel locations. Therefore, the mem-
ory size and workload for this interpolation algorithm are increased.
Edge Detection/Enhancement works with only one component per

Task Latency (VGA) Latency (Full-HD)
Black Clamp,
Distortion Compensation,
Fault Pixel Correction, 0.57 ms 3.89 ms
White Balance,
Gamma Correction
CFA Interpolation 1.02 ms 6.67 ms
Color Conversion 0.36 ms 2.43 ms
Edge Detection 0.82 ms 5.29 ms
Edge Enhancement
False Color Suppression 0.31 ms 2.11 ms
Scaling
Total 3.08 ms 20.38 ms

Table 4: The Latencies of DSC signal processing pipeline algo-
rithms for the preview mode of a VGA image and a Full-HD
image.

each pixel location, but 3x3 matrix convolutions in this task require
significant processing time and shuffling for MAC calculations and
realignments.

5.4 Comparison With Other Solutions
The DSC image signal processing pipeline in Figure 7 [1] is used

to compare the performance of Diet SODA with one high-end com-
mercial DSP and one coarse-grained reconfigurable image stream
processor — TI TMS320C64x [7] and CRISP [1]. The pipeline is
divided into three task groups: 1) color gain adjustment, gamma
correction and CFA interpolation; 2) noise reduction and smooth
filter; and 3) color space conversion and edge enhancement.

White 
Balance

Gamma
Correction

CFA 
Interpolation

Noise
Reduction

(Media Filter)

Smooth Filter
(3x3 LPF)

Color Space 
Conversion

Edge 
Enhancement

Task Group 1 Task Group 2 Task Group 3

Figure 7: A Test DSC image signal pipeline [1]

Table 5 shows the execution time comparison with TMS320C64x,
CRISP, and Diet SODA for a 4072x2720 image. Results show that
Diet SODA is approximately 140x and 1.6x faster than TMS320C64x
and CRISP, respectively. The wide SIMD datapath allows the DSC
image signal processing algorithms to operate on many pixels at
the same time. In addition, scatter-gather data prefetcher helps data
alignment issues.

TMS320C64x [7] CRISP [1] *Diet SODA PE
Task Group 1 6440 ms 220 ms 110 ms
Task Group 2 20550 ms 110 ms 80 ms
Task Group 3 9690 ms 110 ms 80 ms
Total 36680 ms 440 ms 270 ms

Table 5: Execution Time Comparison with TI TMS320C64x,
CRISP, and Diet SODA. Task Group 1 - White Balance, Ga-
mma Correction, CFA Interpolation; Task Group 2 - Noise Re-
duction, Smooth Filter; Task Group 3 - Color Space Conver-
sion, Edge Enhancement. *Diet SODA operates in DV mode.

Table 6 shows comparisons of technology, area, power consump-
tion, and normalized energy with TMS320C64x and CRISP. Nor-
malized power and area results for 90nm technology are estimated
using a quadratic scaling factor based on Predictive Technology
Model [8]. The results show that the energy efficiency of Diet
SODA is more than 340x better than that of TMS320C64x and also
comparable to that of the reconfigurable image stream processor,
CRISP [1]. Even though we show comparable energy and only
slightly improved performance numbers over the CRISP design, our
design is more flexible and maintainable because the reconfigurable
interconnection and heterogeneous processing elements of CRISP
must be manually designed before fabrication.

6. RELATED WORK
The real-time constraints of media (image/video) applications re-

quire high-performance but low-power processors for portable de-
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TMS320C64x [7] CRISP [1] Diet SODA PE
Tech. 0.13um 0.18um 90nm
Freq. 600MHz 115MHz 400MHz,50MHz
Power 718mW@1.2V 218mW@1.8V 122mW@DV**
Area* 34.5mm2 1.9mm2 10.3mm2

Energy* 11k 9.3 32.4

Table 6: Chip Statistics and Energy Comparison with TI
TMS320C64x, CRISP and Diet SODA. *Area and energy are
normalized to 90nm technology. **Diet SODA operates in DV
mode - 1V and 600mV.

vices. In addition, as pre-/post-processing to improve image/video
quality are becoming more important, flexibility is another impor-
tant decision factor. To satisfy real-time constraints and programma-
bility, three types of image/video processors have been used: SIMD,
stream processors and reconfigurable processors.

SIMD-based processors such as SODA [11], NXP’s EVP [13],
Sandbridge’s Sandblaster [12] and Icera’s DXP [14], use multi-
ple processing elements working in SIMD fashion to exploit high
data level parallelism. These types of architectures usually sup-
port VLIW execution and use software-managed scratchpad mem-
ories to meet the real time constraints. Each SIMD processor in-
cludes special characteristics such as very wide SIMD width in
SODA [11], deeply pipelined execution for chained operations in
DXP [14], and multi-threading in Sandblaster [12]. Although many
DLP-intensive DSC algorithms are efficiently implemented in SIMD
manner [15, 16], SIMD-based processors usually suffer from large
power consumption and hardware cost because of high bandwidth
requirements. Diet SODA uses near-threshold operation to reduce
energy consumption.

Stream processors such as Imagine [9] and SPI [10] have proved
to be efficient solutions for media processing applications. Stream
processors organize an application explicitly into streams of data
and compute-intensive kernels. A host processor sends stream in-
structions to the processors and the arithmetic clusters in the pro-
cessors operate in SIMD fashion. In addition, stream processors
employ data locality and concurrency by compounding complex
SIMD kernel computations to reduce the number of vector regis-
ter read/write operations and power dissipation. Although existing
stream processors achieve high performance for media applications,
complex architectural components are an overkill for DSC applica-
tions.

Reconfigurable architectures can be classified into two types: coa-
rse-grain and fine-grain. Coarse-grained reconfigurable architecture
such as REMARC [17] have been used for media processing. In ad-
dition, ADRES [18] automatically maps applications onto coarse-
grained reconfigurable arrays that are tightly coupled to VLIW pro-
cessors and exploits loop-level and instruction-level parallelism to
maximize functional units. XiSystem’s XiRisc [19] is an example
of a fine-grain reconfigurable architecture.

Diet SODA differs from all these architectures in that it operates
in the near-threshold voltage region. This enables new memory sys-
tem designs and radically reduced power consumption.

7. CONCLUSION
In this paper, we have proposed a programmable substrate for

an ultra-low power signal processor using near-threshold operation.
Near-threshold operation reduces energy but suffers from degraded
performance, but this can be overcome by using parallelism. DSC
algorithms on SIMD architectures offer an abundant amount of data
level parallelism, forming a natural synergy with near-threshold op-
eration. In addition, because memory systems operate at faster rates
than SIMD data engines in near-threshold operation mode, scatter-
gather prefetcher was introduced to exploit latency difference and
lower instruction counts. Diet SODA also uses a dual voltage mode
to increase performance for kernels that requires high processing
power. Our results show that Diet SODA with a 128-lane SIMD unit
operating at 600mV and 50MHz in an IBM 90nm technology can

meet the processing requirements of full-HD resolution at 30 fps
while consuming only 122mW. This is on the order of 130x better
performance and approximately 340x better energy efficiency over
a DSP solution, and provides a more flexible solution than equiva-
lently powered ASIC designs.

Although the near-threshold techniques bring a large opportunity
for energy-efficient architecture designs like Diet SODA, they suf-
fer from large delay variations due to increased process variability.
Therefore, our next research steps are to assess the effects of vari-
ations in near-threshold operations on a SIMD architecture, and to
explore architectural design spaces to tolerate the process variabil-
ity.

Acknowledgment
Thanks to Yongjun Park for his help and feedback. This work was
supported in part by NSF grants CSR 0910699 and CSR 0910851
and by ARM.

8. REFERENCES
[1] J. C. Chen and S.-Y. Chien, “CRISP: Coarse-Grained Reconfigurable Image

Stream Processor for Digital Still Cameras and Camcorders,” IEEE
Transactions on Circuits and Systems for Video Technology, vol. 18, no. 9,
pp. 1223-1236, Sep. 2008.

[2] K. Illgner, et al., “Programmable DSP platform for digital still cameras,”
Proceedings of IEEE International Conference on Acoustics, Speech, Signal
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